
ABSTRACT OR SUPPORTING INFORMATION

Unsteady Turbopump Flow Simulations

Cetin Kiris

Dochan Kwak

NASA-Ames Research Center, Moffet Field, CA 94035

ABSTRACT

The objective of the current effort is two-fold: 1) to provide a computational
framework for design and analysis of the entire fuel supply system of a liquid
rocket engine; and 2) to provide high-fidelity unsteady turbopump flow analysis

capability to support the design of pump sub-systems for advanced space
transportation vehicle. Since the space launch systems in the near future are
likely to involve liquid propulsion system, increasing the efficiency and reliability
of the turbopump components is an important task. To date, computational tools
for design/analysis of turbopump flow are based on relatively lower fidelity

methods. Unsteady, three-dimensional viscous flow analysis tool involving
stationary and rotational components for the entire turbopump assembly has not
been available, at least, for real-world engineering applications. Present effort is
an attempt to provide this capability so that developers of the vehicle will be able
to extract such information as transient flow phenomena for start up, impact of
non-uniform inflow, system vibration and impact on the structure. Those
quantities are not readily available from simplified design tools.

In this presentation, the progress being made toward complete turbo-pump
simulation capability for a liquid rocket engine is reported. Space Shuttle Main
Engine (SSME) turbo-pump is used as a test case for the performance
evaluation of the hybrid MPI/Open-MP and MLP versions of the INS3D code.
Relative motion of the grid system for rotor-stator interaction was obtained by
employing overset grid techniques. Time-accuracy of the scheme has been
evaluated by using simple test cases. Unsteady computations for SSME turbo-
pump, which contains 106 zones with 34.5 Million grid points, are currently
underway on Origin 2000 systems at NASA Ames Research Center. Results
from these time-accurate simulations with moving boundary capability and the
performance of the parallel versions of the code will be presented.
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• INTRODUCTION

- Major l)rivers of the Current Work

- Objectives

• APPROACII / PR(X_,RESS

- Formulation and Solution Method

- Computational rnodels

- Code parallelization

- Unsteady SSME-rigl turbopump simulation

• SUMMARY

] /_/ Major Drivers of the Current Work
¢ea_r_

• TOOLS FOR AEROSPACE DESIGN

Decrease design cycle time =_.

Increase design/process fidelity

Increase discipline integration

Rapid turn-around

High accuracy and low variation

Increased range of options via IT

Turbo-pump component analysis ==> Entire turbo pump simulation

• Compt, ling time requirement is large :

To achieve 1000 times speed up by 2001 over what was

possible in 1992.
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Objectives
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developing aerospace vehi_ ie c,.llpo lr _t., _'_i7_'_ iall\, tlnMead\

I-Ioxx F,henornena associ,_tt,d ,,, ill_ hiKh -t',_'_'d It_ri-,,_ i,ltn_F _.

advanced

engine

H + redesign a

_. L VAD

flight

engines

oid design

Penn Stat,

artificial heart new design

advanced

engine

+ redesign

LVAD

flight

engines

old design

=enn Sta

artificial heart new desi

Page 3



J •

advanced
engine
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artificial heart

Time Accurate Fomnula tion

• Time-integration scheme

Artificial Compressibility F&mulation

• Introduce a pseudo-time level and artificial compressibility
• Iterate the equations in pseudo-time for each time step until

incompressibility condition is satisfied.

Pressure Projection Method

• Solve auxiliary velocity field first, then enforce

incompressibility condition by solving a Poisson equation

for pressure.
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Artificial Compressibility Method

Timc-Accuratc Formulation

Discretize the time term in momentum equations using second-order three-

point backward-difference formula

_n+l

aU +OV +OW l 3q"+'-4q"+q"-'--r..,

• Introduce a pseudo-time level and artificial compressibility,

• Iterate the equations in pseudo-time for each time step until incompressibility
condition is satisfied.

1 (p.+,..+,-p..,.*)=-flTq.+,.=+,
At

1.5[q..,._.+, q..,..] r.+,.+ , 3q"'"'-4q"+q"-'- -

l //_mImpulsively Started Flat Plate at 90 °

• GRID
Thickness of plate = 0.3H

i#i win iI

;; : a;., :: ; _:mziJ _cw i:;* iii_i ii:l

• T= !.2

• VEL(X-IT'_ \l,\k ;\ITUI )F
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T=0.4
T=4.0
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Impulsively Started Fiat Plate at 90 °

• Time I lisl,w_ ol .L,h_L_nali,_l_l'_ml

Artificial compressibility incorporated with Poisson solver
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Time

Boost Pump Computational Model

Shroud

Surface

(7) (37) ()(13) Ak (4)

i_ (11) _t_ ¢>(19>_

Main PumpT Stator IImpenerl stator t 'I
Impeller )I | I

12 Hydraulic Kicker / Inducer
Turbine

Hub

Surface

Blades
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_ Space Shuttle Main Engine Turbopump

COMPUTA TIONA 1, CI I A I.! .EN(; l..S :

. Cost due to time-accurate flows

- Moving grid system

- Code parallelization

13

Shuttle Upgrade SSME-rigl

Inlet Guide Vanes

15 Blades

17 Zones /4.5 M Points
14

Diffuser

23 Blades

24 Zones / 6.5 M Points
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Shuttle Upgrade SSME-rigl

grid for tip
clearance

Unshrouded Impeller Grid :

6 long blades / 6 medium blades/l 2 short blades

60 Zones / 19.2 Million Grid Points

blade

grid

hub

grid

Sn_lest zone : 75K/Largest zone : 996K

Overset connectivity' is obtained by using DCF module OVERFLOW-D

Impeller Overset Grid System

Blade

Grid

Background
Grid

16
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Sh u ttle Upgrade S SME-rigl

SSME-riel

- 114 Zones

- 34.3 Million Points

- 800 physical time steps in

one rotation.

- XINTOUT for each

position is saved.

- Less than 192 orphan

points.

Pressure

INS3D ParalleIization

INS3D-MPI - coarse grain
Implemented by T. Faulkner & J. Dacles

INS_NM

No _ _s

18

Group Group 2 Group 3 Group N
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INS3D Parallelization

INS3D-MPI/OpenMP

MPI (coarse grain) + OpenMP (fine grain)

Implemented by using CAPO/CAPT tools - Henry Jin at NASA-Ames

OpenMP

threads

MPI

<

OpenMP

threads

Group 1 • , • , , Group N

//.__,. INS3D ParaIleIization

TEST CASI- : SS.ME Impcller

MPI coarse grain + OpenMP fine grain 24 zones / 2.8 Million i_fints

lO

II
|

1 2 $ 4 4 10

Op4mMP Thre=d= per MPI Group

lOO

lO

8 t0 20:1040

Number of C:PUs

100

2O
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I _ INS3D Parallelization

TEST CASE : SSME lmp_'ller
MPI coarse grain + OpenMP fine grain 60 zones / 19.2 .Million l_fints
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INS3D Parallelization

OpenMP with two different solver
"rEST CASE : SSME Impeller

60 zones / 19.2 Million points

22

! 2 $ 4 il 10 10 30

Number of OpenMP Threads
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